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Overview

 Why automating moral reasoning is necessary
 What are artificial moral agents?

 Handling the ethical impact of Al

* Two kinds of artificial moral agents

 What is moral?

 Jop-down approaches

 Bottom-up approaches

 Why so little machine learning?



Digital society

devices that can do some
things by themselves and the humans that use them

Bestemmelse Bestemmelse Optimere
av vekt av mykhet vaskemgnster

What is Al DD ™?

Al DD ™ reads the weight and also feels the softness of the clothes and then uses the
best drum movements for the clothes in the machine.
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Smart Diagnosis ™

With Smart Diagnosis, you can quickly troubleshoot most minor issues that may arise.
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A Model for Types and Levels of Human Interaction

TABLE 1 with Automation

LEVELS OF AUTOMATION OF DECISION Raja Parasuraman, Thomas B. Sheridan, Fellow, IEEE, and Christopher D. Wickens
AND ACTION SELECTION

HIGH  10. The computer decides everything, acts autonomously, ignoring the human.

9. informs the human only if it, the computer, decides to

8. informs the human only if asked, or

7. executes automatically, then necessarily informs the human, and

6. allows the human a restricted time to veto before automatic execution, or
5. executes that suggestion if the human approves, or

4. suggests one alternative

3. narrows the selection down to a few, or

N

. The computer offers a complete set of decision/action alternatives, or r

LOW 1. The computer offers no assistance: human must take all decisions and actions. l

iy

Sensory Perception/ Decision Response
Processing Working Making Selection
Memory f

Fig. 1. Simple four-stage model of human information processing.
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e A decision Is ethical If it is made not only on the tactual identified
objectives, preferences and constraints, but also based on a person's or
socleties consideration of what Is right or wrong.
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e A decision Is ethical If It 1Is made r

ot only or

the factual identitied

objectives, preferences and cons

raints, bu

- also pased on a person's or

socleties consideration of what Is right or wrong.

welght with ones own’”

e tthical decisions include considering "the interests of others as of equal

* [N ethics, value Is a way to indicate the degree of importance of some
thing or action, with the aim of determining what actions are best to do or

which states of the world are best to be achieved.
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Al, agent, morality

e Al does not make decisions, an agent makes decisions!

) Videos

Charlie bit my finger! ORIGINAL



What is an agent?

An entity that acts in an environment.

Abilities

Goals/Preferences

SECOND EDIMOM

| ARTIFICIAL
INTELLIGENCE

FOUNDATIONS OF COMPUTATIONAL AGENTS

Prior Knowledge

Stimuli

. . Actions
Past Experiences ¢_

s‘
~§
—
—

An agent as an input-output system

ALAN K. MACKWORTH iy
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Natural vs artificial agents

* |In nature, we tend to call an agent something that is able to do all the
tasks associated with agency

e [nere are different type of artificial agents: reactive, intelligent, embodieo

Deep Blue

* Example: playing chess against a computer

One of the two cabinets of Deep Blue in its
exhibit at the Computer History Museum,
California
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Can an artificial agent be a moral agent

e | et US assume yes, but do consult a philosopher

e Joke: what is the difference between a scientist and an engineer”
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Abstract:

The question of whether machine ethics exists or might exist in the future is difficult to answer if we can't
agree on what counts as machine ethics. Some might argue that machine ethics obviously exists because
humans are machines and humans have ethics. Others could argue that machine ethics obviously doesn't
exist because ethics is simply emotional expression and machines can't have emotions. A wide range of
positions on machine ethics are possible, and a discussion of the issue could rapidly propel us into deep and
unsettled philosophical issues. Perhaps, understandably, few in the scientific arena pursue the issue of
machine ethics. As we expand computers' decision-making roles in practical matters, such as computers
driving cars, ethical considerations are inevitable. Computer scientists and engineers must examine the
possibilities for machine ethics because, knowingly or not, they've already engaged in some form of it. Before
we can discuss possible implementations of machine ethics, however, we need to be clear about what we're
asserting or denying
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* can operate autonomously,

e can impact soclety and individuals,

e does not reason ethically (cannot/does not need to decide between right ano
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Sosiale tjenester

@konomisk sosialhjelp

Seknad om gkonomisk sosialhjelp A

Du skal sgke til NAV-kontoret der du bor. Stadig flere kommuner kan ta i mot digitale sgknader. Hvis du SOK SOSIALHJELP

J acq u a rd maCh I ne ikke skal sgke digitalt, kan du seske med kommunens papirskjema.

Skal du ettersende dokumentasjon?
Hvis du har sekt digitalt kan du ga til oversikten over dine digitale sgknader for a ettersende
dokumentasjon.

The Jacquard machine is a device fitted to :
simplifies the process of manufacturing text
such complex patterns as brocade, damask . .
Relatert informasjon
£ - . —= - matelassé. The resulting ensemble of the Ic
Cametl Races, At ‘S/xec/m;téz;a - 2008 V - Jacquard machine is then called a Jacquar¢  Informasjon om gkonomisk sosialhjelp Slik klager du pa vedtak

Wikipedia

[H] Humanium

When technology helps end child labour: the crazy race of robot jockeys -
Humanium

Images may be subject to copyright. Learn more
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Extracted information that

\,
J K‘L can be used in an explanation
algorithm
(Al or otherwise)
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Moral Machines

Teaching Robots Right from Wrong
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Simplify the environment

Simplify environments and build complex reasoning systems for these simple environments. For example,
factory robots can do sophisticated tasks in the engineered environment of a factory, but they may be
hopeless in a natural environment. Much of the complexity of the task can be reduced by simplifying the
environment.

Simplify the agent

Simple agents in natural environments. This is inspired by seeing how insects can survive in complex
environments even though they have very limited reasoning abilities. Researchers then make the agents have more
reasoning abilities as their tasks become more complicated. Example:
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So.. you want to make an agent that does good and
not evil?

what is good?
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What is ethics?

 Ethics or moral philosophy is a branch of philosophy that "involves

systematizing, detending, and recommending concepts of rignt anc
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» Epsilon Calculi
e Erasmus, Desiderius
e Ethics
e Ancient
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 Meta-ethics: concerned with the concepts of right and wrong themselves

* Normative ethics: develop means to identity what are the right ano

wrong decisions, actions, states of the world etc.

 Applied ethics: issue recommendations to professionals on what is the
rignt thing to do by a given person role, In a given situation.
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e Prescribe not how to make a decision but what intentions, objectives and
preferences, I.e. virtues, the agent should have in order to choose right.

e A Vvirtue is a stable disposition to act and feel according to some ideal
model of excellence.

e A notable virtue theory is Aristotelian ethics.
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e Prescripe obligations, permissions, pronipitions that the agent shoulo
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e Deontological theories also prescrioe ethical values or ethical principles
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malevolence, justice, autonomy etc.
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Consequentialist ethics

e Prescribe that a decision is moral If it Is motivated by assessing the
conseguences of the avallable options, namely what kind of states of
affairs they bring about.

e A notable conseguentialist theory is Utilitarian ethics.

o Utilitarianism is the theory asserting that the morally right action is the one
that produces the most tavourable balance of good over evil, everyone
considered.
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So.. you want to make an agent that does good and
not evil?

How do we use operationalise moral theories?
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Implementations of social choice ethics must make three types of choices, each of which create

their own set of ethical dilemmas (Baum 2009):

1. Standing Who or what is included in the group to have its values factored into the AI?

2. Measurement What procedure is used to obtain values from each member of the selected
group?

3. Aggregation How are the values of individual group members combined to form the

aggregated group values?
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Top-down explicit agents

Limitations

e [dealistic standards that are hard to meet even by people

* Requires hard Al problems to be solved: situational awareness, prediction of
conseguences

o Context dependency due to the high Al requirements”?
* \Which theory should be used”

Advantages

* NO surprises: the agent follows a “tried and tested” theory, so we know what to expect

e Behaviour can be verified: we can check It the action of the agent complies with the
theory recommendation for the given situation.
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Reinforcement Learning As a Framework for Ethical Decision Making David Abel
and James MacGlashan and Michael L. Littman

https://david-abel.qithub.io/papers/wkshp aaai2016 rl ethics.pdf
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Bottom-up approach limitations and advantages

Limitations:
* No safeguards. How to be sure that a reasonable behaviour will be learned.

e Example: Tay https://en.wikipedia.org/wiki/Tay (bot)

* Requires hard Al problems to be solved: situational awareness, prediction of conseguences, learning from
environment

* How to specify the right examples or objective function?

* The training data is very much not free

* How to verify/prove that ethical behaviour really has been reached?
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* No safeguards. How to be sure that a reasonable behaviour will be learned.

e Example: Tay https://en.wikipedia.org/wiki/Tay (bot)

* Requires hard Al problems to be solved: situational awareness, prediction of conseguences, learning from
environment

* How to specify the right examples or objective function?

* The training data is very much not free

* How to verify/prove that ethical behaviour really has been reached?

Advantages:
e Robust, supportive of autonomous behaviour

* \We do not have to worry that we have forgotten to specity some rule
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Ethical Turing Test - prove that you are a moral explicit agent
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Why so little machine learning

e S0 far used: sympolic learning

* Reinforcement leaming: requires simulations

e Supervised learning: requires labeled examples+



