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Overview

• Why automating moral reasoning is necessary


• What are artificial moral agents?


• Handling the ethical impact of AI


• Two kinds of artificial moral agents


• What is moral?


• Top-down approaches


• Bottom-up approaches


• Why so little machine learning?
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• A decision is ethical if it is made not only on the factual identified 
objectives, preferences and constraints, but also based on a person's or 
societies consideration of what is right or wrong. 

• Ethical decisions include considering  “the interests of others as of equal 
weight with ones own”

• In ethics, value is a way to indicate the degree of importance of some 
thing or action, with the aim of determining what actions are best to do or 
which states of the world are best to be achieved.

Ethical decisions
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What is an agent?
An entity that acts in an environment.

An agent as an input-output system
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Can an artificial agent be a moral agent

• Let us assume yes, but do consult a philosopher

• Joke: what is the difference between a scientist and an engineer?
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• Explicit ethical AMA

• Fully ethical agents
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Extracted information that 

can be used in an explanation

Explanation 

meaningful for person


(of type) X

algorithm

(AI or otherwise)
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Ethical impact artificial moral agents
change the balance of good-bad in society

accountability

interpretability

transparency
explainability

fairness

privacy

• Ensuring that individuals and groups are 
treated alike by decision making algorithms  
and in representative data

• Privacy is a space in which a person can be/
act without unsolicited scrutiny
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What to choose

• Implicit ethical agents: predictable environment and choices

• Explicit ethical agents: unpredictable environment or choices



It is the AI way
Simplify the environment
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factory robots can do sophisticated tasks in the engineered environment of a factory, but they may be 
hopeless in a natural environment. Much of the complexity of the task can be reduced by simplifying the 
environment. 
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So.. you want to make an agent that does good and 
not evil?

what is good?
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What does moral philosophy do?

• Ethics or moral philosophy is a branch[1] of philosophy that "involves 
systematizing, defending, and recommending concepts of right and 
wrong behavior".

• Meta-ethics: concerned with the concepts of right and wrong themselves

• Normative ethics: develop means to identify what are the right and 
wrong decisions, actions, states of the world etc.

• Applied ethics: issue recommendations to professionals on what is the 
right thing to do by a given person role, in a given situation. 
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Consequentialist ethics

• Prescribe that a decision is moral if it is motivated by assessing  the 
consequences of the available options, namely what kind of states of 
affairs they bring about.

• A notable consequentialist theory is Utilitarian ethics.

• Utilitarianism is the theory asserting that the morally right action is the one 
that produces the most favourable balance of good over evil, everyone 
considered.
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Ethical dilemmas in AI

I ate an elephant
The Covid virus does not exist 

and here is why



So.. you want to make an agent that does good and 
not evil?

How do we use operationalise moral theories? 
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Top-down explicit agents  

Limitations 

• Idealistic standards that are hard to meet even by people

•  Requires hard AI problems to be solved: situational awareness, prediction of 

consequences

•  Context dependency due to the high AI requirements?

• Which theory should be used? 

Advantages

• No surprises: the agent follows a “tried and tested” theory, so we know what to expect

• Behaviour can be verified: we can check if the action of the agent complies with the 

theory recommendation for the given situation. 
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• For explicit agents: how to build an agent that learns how to follow a moral 

theory 
• Operational morality: the moral significance of their actions lies entirely in the humans 

involved in their design and use

• Implicit AMA: constrain the machine’s actions to avoid unethical outcomes. 
• Functional morality: enable AMA to make moral judgments when deciding a course of 

action without direct instructions from humans.

• Explicit AMA: Represent ethics explicitly and then operate effectively on the basis of this 

knowledge.
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Michael Anderson and Susan Leigh Anderson GenEth: a general ethical dilemma analyzer


 https://doi.org/10.1515/pjbr-2018-0024  (Links to an external site.) 

Reinforcement Learning As a Framework for Ethical Decision Making David Abel 
and James MacGlashan and Michael L. Littman

https://david-abel.github.io/papers/wkshp_aaai2016_rl_ethics.pdf


https://doi.org/10.1515/pjbr-2018-0024
https://david-abel.github.io/papers/wkshp_aaai2016_rl_ethics.pdf


Bottom-up approach limitations and advantages
 Limitations:
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• Example: Tay https://en.wikipedia.org/wiki/Tay_(bot)

• Requires hard AI problems to be solved: situational awareness, prediction of consequences, learning from 

environment

• How to specify the right examples or objective function? 

• The training data is very much not free

• How to verify/prove that ethical behaviour really has been reached? 
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• No safeguards. How to be sure that a reasonable behaviour will be learned. 

• Example: Tay https://en.wikipedia.org/wiki/Tay_(bot)

• Requires hard AI problems to be solved: situational awareness, prediction of consequences, learning from 

environment

• How to specify the right examples or objective function? 

• The training data is very much not free

• How to verify/prove that ethical behaviour really has been reached? 

Advantages:

• Robust, supportive of autonomous behaviour 

• We do not have to worry that we have forgotten to specify some rule


https://en.wikipedia.org/wiki/Tay_(bot)


Ethical Turing Test - prove that you are a moral explicit agent

INFO 381



More material

http://slavkovik.com/ijcaitutorial2020.html
 https://www.youtube.com/watch?v=H7n1W8J1vWo

https://www.youtube.com/watch?v=H7n1W8J1vWo


Why so little machine learning

• So far used: symbolic learning

• Reinforcement learning: requires simulations

• Supervised learning: requires labeled examples+



